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ABSTRACT

This essay focuses on elections in Kenya and analyses the use of technology and the exploitation of personal data in both the electoral process and campaigning. We only need to look to Kenya's election history to understand why it is important. The 2007/2008 election resulted in violence that killed over 1,000 people and displaced over 600,000. The 2013 election was relatively peaceful, but marked the rise of online “hate speech” that exploited ethnic tensions. The 2017 election result was annulled and rerun amidst great tension and a death toll of at least 33 people, while targeted online political adverts played on national fears of further violence. The essay concludes with an outline of the expected minimum protections and safeguards, which can be applied globally.
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2018 is a bumper election year: Brazil, Colombia, Mexico, Pakistan, Zimbabwe and reportedly Thailand are due to have either general or presidential elections. The security and transparency of electoral processes is under global scrutiny. From the rushed adoption of biometric voter registration, the concerns over the security of voter registers and voting systems themselves, all the way to the phenomenon of targeted political advertising and misinformation campaigns on social media, there is much to distract voters from the single most important democratic question: Who will best represent you and your country?

This essay focuses on elections in Kenya and analyses the use of technology and the exploitation of personal data in both the electoral process and campaigning.

We only need to look to Kenya’s election history to understand why analysis of the topic is important. The 2007/2008 election resulted in violence that killed over 1,000 people and displaced over 600,000. The 2013 election was relatively peaceful, but marked the rise of online “hate speech” that exploited ethnic tensions. The 2017 election result was annulled and rerun amidst great tension and a death toll of at least 33 people, while targeted online political adverts played on national fears of further violence.

This essay is based on an investigation by Privacy International during the 2017 presidential elections into the origins of two controversial online campaigns and the involvement of western data analytics companies. This essay also draws on research published by the Centre for Intellectual Property and Information Technology (CIPIT) at Strathmore University in Kenya, in partnership with Privacy International, analysing the adoption and implementation of biometric voter registration. In addition, the essay reflects the advocacy and policy work undertaken by Privacy International following the Facebook/Cambridge Analytica scandal that unfolded in March 2018, which again put the spotlight on Kenya’s 2017 election.

1 • Biometric voter registration

When the Kenyan government announced the adoption of biometric voter registration (BVR) and authentication in the 2011 Elections Act, the motivations were reasonable. The recommendation to move to a new registration system was made by the Kriegler Commission, which was set up to investigate the Kenyan electoral system following the post-election violence of 2007/2008. The Kriegler Commission’s report also provided a technical note on the features of biometric voter systems.

It was thought that a BVR system, including voter fingerprints, in addition to verification at the polling station, would ensure one person one vote and avoid accusations of irregularities at the ballot box. The results could be transmitted directly to the electoral body, avoiding any tampering. There were concerns that votes were being cast on behalf of dead people who were still on the voter register. The Kriegler Commission estimated there were “probably” 1.2 million deceased persons included in the register in 2007, but there are no available numbers
to support the claim that votes were being cast on their behalf either in that election or subsequent elections. This concern continued with George Morara, chairman of the Kenyan National Commission on Human Rights (KNCHR) saying prior to the 2017 election that “In Kenya, people say the dead come back to vote, and then return to their graves.”

But, was there an alternative, less expensive and intrusive solution than a BVR? Would a reformed birth and death register have solved the problem? This was never discussed.

Before embarking on such data intensive and potentially intrusive initiatives, governments need to ask, why do this at all? What problem is a biometric database, for example, trying to solve? How will it succeed? What are the consequences if it fails?

One major concern is that governments are keen to implement initiatives that collect a lot of personal data, but lack consideration for securing the personal data those projects generate. Biometric systems are one example of data-intensive systems that are potentially very intrusive. The concern from human rights advocates in South Africa, for example, is that when these systems are adopted in the absence of strong legal frameworks and strict safeguards, biometric technologies pose grave threats to privacy and personal security, as their application can be broadened to facilitate discrimination, profiling and mass surveillance. Another concern is that the varying accuracy and failure rates of the technology can lead to misidentification, fraud and civic exclusion, a central factor in the ongoing challenges we are currently seeing played out in India’s Supreme Court regarding the Aadhaar biometric scheme currently underway in India.

In the case of Kenya, the technology failed massively during the 2013 election, and polling stations had to rely on the manual register to identify voters. In 2017, the system performed relatively well compared to the 2013 debacle, but as this essay will explore, the extent to which biometric technology has improved the credibility of democracy and Kenyan elections is still a contested claim, given a variety of other factors.

2 • Security of voter databases

Voter registration databases are often poorly secured and vulnerable. Data breaches occur globally, and the numbers involved are staggering. The personal information of over 93 million voters in Mexico, including home addresses, were openly published on the internet after being taken from a poorly secured government database. This can be highly sensitive information given the context; in Mexico for instance up to 100,000 people are reportedly kidnapped each year. Similarly, the personal information of over 55 million Filipino voters were made publicly available online, the biggest data breach in the Philippines’ history.

Research undertaken in Kenya to uncover whether the 2017 voter database was shared with third parties – and if so by whom – revealed the register was openly available for sale with no protections or safeguards. Consequently, voters received unsolicited text messages from...
candidates, identifying the receiver by name, constituency and even local polling station. Already, we see that these technological applications are far from restoring much needed trust.

3 • The problem with the lack of data protection

Kenya does not have a comprehensive data protection law which would compel any entity – public or private – to respect fundamental data protection standards. This would include detailing what is collected, the purpose of collection, how it will be stored and with whom it will be shared. Under new data protection laws in Europe for example, entities must also provide the legal basis for collection and obtaining informed consent from the individual, in particular for the processing of sensitive personal data, such as biometric data. Without appropriate data protection laws, individuals are left vulnerable to excessive data being collected about them, without their consent and used in ways they are not aware of. When companies collect data in countries with insufficient legislation and share it with third parties, it is unclear what standards they, and these third parties, are holding themselves to, if any. Where data is generated, individuals should be able to find out which organisations and companies hold what kinds of data about them and what they use it for. Having a law on the books is one thing, but it must also be effectively implemented. An essential part is an independent authority which is properly resourced and able to investigate complaints.

Would data protection have helped the situations outlined in this essay? It might have made the Kenyan government think twice before implementing the system the way they did. It would make it easier for Kenyans to exercise their rights and get answers, such as finding out what data was collected, how it was used, how long it was stored, and with whom it was shared.

The next two sections explore this issue in a different context.

4 • Misinformation and Propaganda

In countries across the world, the spread of misinformation and propaganda during election time has been a problem for decades, however it received little international attention or concern. Frustratingly, when it recently became a problem in the United States of America (US) during the 2016 presidential election and also in Europe around Brexit, it suddenly had a title: “fake news”.

The second decade of the 21st century saw social media hailed as sparking revolutions and bringing about democratic change. But less attention was paid to the political and social tensions amplified by the same spaces. Silicon Valley failed to predict, comprehend or even attempt to understand what was happening around the world, nor heed repeated warnings that content designed to stir up ethnic tension posted on their platforms had a real world effect. In Kenya for example, text messages, blogs and radio had already been found to have
played a role in the post-election violence of the 2007/2008 elections.\textsuperscript{16} The 2013 Kenya election was also rife with divisive and inflammatory content on social media, where it found an outlet following tighter controls on print media and telecommunications.\textsuperscript{17}

Online space is a magnet for all come election time. Political campaigning has always been a messy affair and while data driven political campaigns are not new, the granularity of data available and the potential power to sway or suppress voters through that data is, particularly through targeted political advertising online.

5 • Targeted Political Advertising Based on Data Analytics

Political campaigns around the world have quickly turned into sophisticated data operations. The way in which data is used in elections and political campaigns is potentially highly privacy invasive, raises important security questions, and has the potential to undermine faith in the democratic process.

Social media platforms make money from targeted advertising, based on the user information they collect, including demographic information, location and detailed interests.\textsuperscript{18} In the same way that online advertising targets people based on interests, personality and mood to ultimately sell products, political parties persuade you to buy what they are selling come election time.

In short, this means that companies, many of which you have probably never heard of, are able to learn about your habits, personality, sexual interests, political beliefs and more to make predictions about your personality and behaviour. This is known as “profiling”.\textsuperscript{19} Profiling generates highly sensitive inferences and predictions about people’s personality, behaviour and beliefs. Voters are ultimately being profiled based on information they did not necessarily know they had given up. This is especially concerning when sensitive information, such as political beliefs or personality traits are inferred from completely unrelated data using profiling.

Political parties contesting elections directly employ data analytics and digital media firms, who are adept at profiling, to run their online campaigns. These firms, in turn, may work directly with online platforms, like Facebook, to craft micro-targeted political messages that are designed to influence the way you vote, based on information collected and inferred about you. They frequently rely on commercially available data from data brokers, or publicly available records and data that is accessible online to build highly intimate profiles, including conclusions about your personality, fears and emotional state. Targeted campaign messages and adverts can then flood online search results and social media feeds. The 2016 Trump presidential campaign, for example, used up to 40-50,000 variants of the same online messages every day in order to target different groups of people.\textsuperscript{20} But the details behind this process are often unclear – exactly who these companies work for, what they do, how they do it, what data they collect and how successful they are, are all closely guarded secrets.
In early 2017, Privacy International investigated a report that the United Kingdom (UK) based data analytics company Cambridge Analytica was discreetly working for the ruling Jubilee Party in the run up to the Kenyan presidential elections. We wrote to the company in May 2017 to ask for clarification on its role and how, as a British company, it was adhering to data protection laws when Kenya has none. We were concerned that the potential data gathering could be extremely intrusive, including sensitive personal data such as a person’s ethnicity. In countries where there is history of ethnic tensions resulting in political violence, such as Kenya, campaigning based on data analytics and profiling is untested ground, fraught with great risk. We received no response.

Our sources confirmed that Cambridge Analytica was indeed working for the Jubilee Party, gathering survey data to aid the campaign and managing the image of the President. Around the same time, two inflammatory online campaigns, The Real Raila and Uhuru For Us, targeting the Kenyan opposition began circulating online in Kenya. Their creation was claimed by “a group of diverse and concerned young Kenyans”, and played heavily on Kenya’s violent past elections and fears of any future violence. The Real Raila campaign claimed that opposition candidate Raila Odinga’s administration would “remove whole tribes”. As these videos dominated Google searches and flooded Twitter, Facebook and YouTube accounts across the country during 2017, Privacy International conducted an in-depth investigation into the origins of the videos.

As it had already been established that Cambridge Analytica was working for the Jubilee Party, we expected some involvement on the part of the company in the creation of the videos. However, Privacy International’s investigation revealed that Harris Media LLC created the videos, a Texas based agency that uses data analytics to create political campaigns. On this occasion, targeting was done through judicious use of Google AdWords, where paid-for ads for the campaigns were displayed above Google search results for many Kenyan election-related search terms, such as “Kenyan election date”.

However, it was only in March 2018, following the investigations by The Guardian newspaper and Channel 4 News in the UK that Cambridge Analytica was catapulted to the top of the news agenda. A whistleblower came forward describing the “harvesting” of Facebook profiles to target voters during the 2016 US presidential election. A Channel 4 News undercover investigation secretly filmed Cambridge Analytica employees boasting about their involvement in elections, including in Kenya. Mark Turnbull, the Managing Director of Cambridge Analytica Political, a subsidiary of Cambridge Analytica, confirmed this and more in the undercover video,

*We have rebranded their entire party twice, written their manifesto, done two rounds of 50,000 surveys, huge amount of research, analysis, messaging and then we’d write all the speeches and stage the whole thing, so just about every element of his campaign.*
Further Channel 4 News reporting that focused on Kenya also highlighted the spread of the online videos detailed in our earlier investigation. What remained unanswered however was exactly what kind of data was collected on Kenyan citizens, from what sources and what Cambridge Analytica’s specific involvement was. We do not know, for example, what data may have been collected or shared by either Facebook, other platforms, or other data analytics firms working in Kenya during the elections.

However, the scandal spawned a wave of welcome analysis and discussion on corporate behavior and a lack of safeguards for personal data all over Africa. This currently unfolding story is indicative of a powerful and opaque corporate ecosystem behind targeted online political advertising which thrives on our personal data – either to sell us soap or persuade us who to vote for.

6 • Transparency in political campaigning

In countries with a history of political violence, it should not be “business as usual”. Ethnicity in Kenya, for example, is still a sensitive issue and elections are a time of heightened tension. Therefore, at the very least, companies in this ecosystem must be transparent about their role in online political campaigns. Kenyan electoral laws do not clearly require candidates to acknowledge campaigns or adverts they have funded. The companies involved are not forthcoming about their role. It is essential for political campaigns to be run in a transparent and accountable way, particularly when the stakes are this high in a country like Kenya. Currently, targeted online political advertising is neither.

It is not controversial to demand that political parties be transparent about the marketing campaigns they have funded, how they have developed targeted messages, or with which companies they have worked. When it is not transparent who has funded or created campaign adverts, there is no accountability.

Healthy democracies are not just about voting. Kenya is only one country where biometric voter registration and authentication exists with challenges, and it will take time to untangle the web of companies exploiting personal data for campaigns paid for by political parties. The difficulty, of course, is that those that benefit are political parties themselves. Why would they change a system that helps them get into power?

Kenyans must wait a few years until the next election. For all those with elections this year, protect it by demanding transparency and proper protections, from registering to casting your vote. It counts, more than ever.
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